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The problem to be solved: 

MIT established the “Roofnet” mesh network using omni-directional antennas and multi-hop routing protocols on the rooftops of 37 residences in Cambridge, Massachusetts.  The locations for the nodes are based solely upon where the Roofnet volunteer participants happen to live.  This paper analyzes the end to end characteristics of Roofnet.
The major contribution of the paper: 

This paper shows that Roofnet successfully provides relatively high speed throughput to the majority of Roofnet member nodes.  Throughput is shown to be dependent on the hop count between a particular node and the Roofnet gateway.  Short links are shown to provide better throughput than long links.
Main ideas of the paper:
Roofnet routing addresses are allocated through an address selection scheme based on the MAC address of each Roofnet node, allowing each node to choose an address without needing to know what addresses have already been assigned.  Nodes autodetect whether or not they have non-roofnet connections, and share their connections with the rest of roofnet if they do.  The use of NAT forces TCP connections to be sent through the best gateway at the time those connections are established, but does not permit for changing those gateways even if the paths to those gateways degrade.  DSR-style route discovery through query floods is used to build databases of routes and link metrics.  Queries are forwarded only if they are better than previously forwarded queries.  Link layer retransmission is not used, which can result in loss of routing information between widely separated nodes.
Successful mesh networks require high node density.  Connectivity and throughput increase with increased node density.  The loss of well connected nodes is far more detrimental to network performance than poorly connected nodes.  Throughput is higher in simulation on the multi-hop Roofnet design than on a single hop network using the same physical topology.
Your comments, including possible improvements, your critiques, etc. -- a paragraph of 150 words.

Latencies shown in table 2 are very high over more than two hops across the Roofnet.  (45 ms at only 3 hops.)  Throughput also drops significantly after two hops.  On my own DSL connection, I am very happy when I have 15 ms latencies to my gateway, and I am usually unhappy with performance when first or second hop latencies rise above 30 ms.  Within Roofnet, high latencies appear after two hops – but these are hops before the gateway.  Users may find that performance degrades unpleasantly as a result.  The actual performance (as shown in table 3) seems significantly better.  This suggests that a high density of gateway nodes is desirable, since each additional gateway may substantially reduce the hop count to the nearest gateway.
Significance (1-5, 5 is highest): 3
Reason:  The researchers have successfully deployed a mesh network with little planning or administration required.  Appropriate hardware and software could easily be offered to bring this service to many more neighborhoods.  However, this does not seem like a major breakthrough from a research perspective.
Paper is convincing? (1-5, 5 is highest):

Reason: 3
Throughput measurements may not be meaningful, since the bandwidths at the four Roofnet gateways are not provided.  Is the limiting factor the gateways or Roofnet itself?
Single hop topologies could have been tested experimentally rather than in simulation, but were not.

A larger number of users may be necessary to generate more statistically meaningful results.

Limitations of the approach described in the paper:

· Experimental data was collected on a deployed network, which means that although real world data was captured, it may have been affected by interference or transmissions being made by its users at the time that the data was collected.  Isolating Roofnet and placing traffic generators at the gateways during the data collection phase would have made more sense.
· The results may be affected by the distribution and heights of nodes in Roofnet.  The experiment should be repeated in other communities to see if similar results are achieved.  (Simulation appears to show that this would indeed be the case.)
Lessons from the paper:

· Real world experimental data can be collected on deployed networks, however the results may have ambiguity due to the presence of factors that the researchers are unable to control or accurately measure.

Questions left open by the paper:

How well does Roofnet scale when the number of nodes is significantly larger?

At what point is the increase in performance due to increase in node density overcome by the increase in interference between node broadcasts?
